Computer Ethics
1. Introduction

From the moment of ther invention, computers have generated complex socid, ethicd, and vaue
concerns. These concerns have been expressad in avariety of ways, from the science fiction stories of
Isaac Asmov (1970) to a dense three-volume tregtise on socid theory by Manud Cagtells (1996,
1997, 1998), and with much in between. Generdly, the literature describes the socid consegquences of
computing, speculates on the meaning of computation and information technology in human higtory, and
cregtively predicts the future path of development of computer technology and socid indtitutions around
it. A smadl, though steedily increasing, number of philosophers has focused specificaly on the ethical
iSsues.

As computer technology evolves and gets deployed in new ways, certain issues perdd -- issues
of privacy, property rights, accountability, and sodid vaues. At the same time, seemingly new and
unique issues emerge. The ethical issues can be aganized in at leedt three different ways according to
the type of technology; according to the sector in which the technology is used; and, according to ethicd
concepts or themes. In this chapter | will take the third approach. However, before doing o it will be
useful to briefly describe the other two approaches.

The fird is to organize the ethicd issues by type of technology and its use. When computers
were firg invented, they were undersood to be essentidly sophidticated caculating meachines but they
seemed to have the cgpacity to do that which was thought to be uniquely humean -- to reason and exhibit
a high degree of rationdity; hence, there was concern that computers threatened idess about what it
means to be human. In the shadow of World War 11, concerns quickly turned to the use of computers
by governments to centraize and concentrate power. These concerns accompanied the expanding use
of computers for record keeping and the exponentid growth in the scale of databases, dlowing the
crestion, maintenance and manipulation of huge quantities of persond information. This was followed
by the inception of software control systems and video games, raising issues of accountability-lighility
and property rights.  This evolution of computer technology can be followed through to more recent
developments including the Internet, Smulation and imaging technologies, and virtud redity sysems
Each one of these deve opments was accompanied by conceptua and mord uncertainty. What will this
or that development mean for the lives and vaues of human beings? What will it do to the rdaionship



between government and ditizen? between employer and employee? between businesses and
consumers?

A second enlightening gpproach is to organize the issues according to the sector in which they
occur. Ethicd issues arise in red-world contexts, and computer-ethica issues arise in the contexts in
which computers are used. Each context or sector has digtinctive issues and if we ignore this context
we can miss important aspects of computer-ethical issues.  For example, in deding with privecy
protection in generd, we might miss the specid importance of privecy protection for medical records
where confidentidity is SO essentid to the doctor-patient relaionship. Smilarly, one might not fully
understand the gppropriate role for computers in education were one not sengtive to ditinctive gods of
education.

Both of these gpproaches — examining issues by types and uses of particular technologies, and
sector by sector — are important and illuminating; however, they teke us too far afidd of the
philosophica issues. The third gpproach — the gpproach to be taken in this chapter —is to emphasize
ethica concepts and themes that peradst across types of tedhnology and sectors. Here the issues are
sorted by their philosophicd and ethical content. In this chapter | divide the issues into two broad
categories. (1) metatheoretical and methodologica issues, and (2) traditiond and emerging issues.

2. Meta- Theoreticd and Methodologicd 1ssues

Perhaps the degpest philasophica thinking on computer-ethica issues has been reflection on the fidd
itsdf -- its gopropriate subject maiter, its relationship to other fidds, and its methodology. In a semind
piece entitled “What is Computer Ethics?” Moor (1985) recognized that when computers are firg
introduced into an environment, they make it possble for human bangs (individuds and inditutions) to
do things they couldn’t do before and this creates policy vacuums. We do not have rules, policies, and
conventions on how to behave with regard to the new possibilities  Should employers monitor
employees to the extent possible with computer software? Should doctors perform surgery remotely?
Should | make copies of proprietary software? |s there any harm in me taking on a pseudo-identity in
an ontline charoom? Should companies doing busness ontline be dlowed to sl the transaction
generated-information they collect? These are examples of policy vacuums created by computer
technology.



Moor’s account of computer ethics has shgped the field of computer ethics with many computer
ethicsts undergtanding their task to be that of heping to fill policy vacuums. Indeed, one of the topics of
interest in computer ethicsis to understand this activity of filling policy vacuums. Thiswill be addressd
|ater on.

2.1 The Connection between Technology and Ethics

While Moor’'s account of computer ethics remains influentid, it leaves severd questions unanswered.
Hence, discusson and debate continue around the question of why there is or should be a fidd of
computer ethics and what the focus of the field should be,

In one of the deeper analyses, Horidi (1999) argues for ametaphysca foundation for computer
ethics He provides an account of computer ethics in which information has Satus such that destroying
information can itsdlf be mordly wrong. In my own work | have tried to establish the foundation of
computer ethicsin the non-obvious connection between technology and ethics (Johnson, 2001). Why is
technology of relevance to ethics? What difference can technology make to human action? To human
affars? To mora concepts or theories?

Two geps are involved in answering these questions.  The firgt step involves fully recognizing
something that Moor's account acknowledges, namdy that technology often makes it possible for
human beings to do what they could nat do without it. Think of goaceships that teke human beings to
the moon; think of imaging technology thet alows us to view internd organs, or think of computer
viruses that wresk havoc on the Internet.

Of coursg, it is hot just that human beings can do whet they couldn’t do before. It is dso that
we can do the same sorts of things we did before, only in new ways. Asaresult of technology, we can
travel, work, keep records, be entertained, communicate, and engage in warfare in new ways. When
we engage in these adtivities usng computer technology, our actions have different properties,
properties that may change the character of the activity or actiontype. Congder the act of writing with
various technologies When | write with paper and pencil, the pencil moves over paper; when | write
using a typewriter, levers and gears move; when | write using a computer, dectronic impulses change
configurations in microchips. So, the physicd events that take place when | write are very different



when | use computer technology.

Using action theory, the change can be characterized as a change in the possible act tokens of
an act type. An act type is a kind of action, eg., reading a book, waking, and an act token is a
particular ingtance of an act type. An act token is an ingtance of the act type performed by a particular
person, a a paticular time, and in a paticular place. For example, *Jan is, & this moment, playing
chesswith Jm in Room 200 of Thornton Hal on the campus of University of Virginia isan act token of
the act type ‘playing chess’ When technology is involved in the performance of an act type, anew set
of act tokens may become possible. 1t isnow possible, for example, to ‘play chess while gtting in front
of a computer and not involving another human being. Ingead of manudly moving three-dimensond
pieces, one presses keys an a keyboard or dicks on a ‘mouse’  Thus, when human beings perform
actions with computers, new sets of tokens (of act types) become possble. Mot important, the new
act tokens have properties that are distinct from other tokens of the same act type.

Computer technology ingruments human action in ways that turn very smple movements into
very powerful actions Condder hardly-visble finger movements on a keyboard. \When the keyboard
is connected to a computer and the computer is connected to the Internet, and when the smple finger
movements create and launch a computer virus, those smple finger movements can wresk havoc in the
lives of thousands (even millions) of people. The technology has insrumented an action not possible
without it. To be sue individuds could wresk havoc on the lives of others before computer
technology, but nat in this way and perhgps, not quite so eesily. Computer technology is not unique
among technologies in this repect; other technologies have turned smple movements of the body into
powerful actions, eg., dynamite, automobiles.

Recognizing the intimate connection between technology and humean action is important for
Sopping the deflection of human responghility in technology-instrumented activities, especidly when
something goes wrong. Hence, the hacker cannat avoid respongibility for launching a virus on grounds
that he smply moved his fingers while stting in his home. Technology does nathing independent of
humean initiative, though, of course, sometimes human baeings cannot foresee what it is they are doing
with technology.

Thus, the firg sep in understanding the connection between computer technology and ethicsis
to acknowledge how intimate the connection between (computer) technology and human action can be.



The sacond step is to connect humean action to ethics. This sep may seem too obvious to be worthy of
mention snce ethics is often undergood to be exdudvey the domain of human action. Even so,
computer technology changes the domain of human action; hence, it is worth asking whether these
changes have mord sgnificance. Does the involvement of computer technology -- in ahuman Stugtion
— have mord dgnificance? Does the instrumentation of human action affect the character of ethicd
issues, the nature of ethical theory, or ethica decison-mieking?

The involvement of computer technology hes mord ggnificance for severd ressons  As
mentioned earlier, technology creates new posshilities for human action and this means that human
beings face ethical questions they never faced before. Should we develop biologica wegpons and risk
abiologicd war? Should | give my organs for trangplantation? In the case of computer technology, is it
wrong to monitor keystrokes of employees who are usng computers? To place cookies on computers
when the computers are used to vist a Web Ste? To combine separate pieces of persond datainto a
sngle comprehensve portfolio of a person?

When technology changes the properties of tokens of an act type, the mord character of the act
type can change. In workplace monitoring, for example, while it is generdly mordly acoepteble for
employersto keep track of the work of employees, the creetion of software that alows the employer to
record and analyze every keystroke an employee makes raises the question in anew way. Therights of
employers and employees have to be reconddered in light of this new possbility. Or to use a different
sort of example, when it comes to property rights in software, the notion of property and the stakesin
owning and copying are sgnificantly different when it comes to computer software because computer
software has properties unlike that of anything dse. Mogt notably, software can be replicated with no
loss to the owner in terms of possession or usefulness (though, of course, thereis alossin the vdue of
the software in the marketplace).

So, computers and ethics are connected insofar as computers make it possible for humansto do
things they couldn’t do before and to do things they could do before but in new ways. These changes
often have mora dgnificance

2. Applied and Synthetic Ethics
To say that computer technology creates new tokens of an act type may lead some to categorize
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computer ethics as a branch of goplied or practicd ethics. Once acomputer ethicd issue is understood
to involve familiar act types, it might be presumed, dl that is necessary to resolve the issue is to use
mord principles and theories that generdly gpply to the act type. For example, if the Stuation involves
honesty in communicating informetion, Smply follow the principle, “tdl the truth’ with al its specid

conditions and cavedts.  Or, if the dtuation involves producing some postive and negative effects,

smply do the utilitarian caculation. This account of computer ethicsis, however, as controversd asis
the notion of ‘gpplied ethics more generdly.

For one thing, computer technology and the human Stuations arisng around it are not aways o
easy to understand. As Moor has pointed out, often there are conceptua muddles (1985). What is
software? What is a computer virus? How are we to conceptudize a search engine? A cookie? A
virtud harm? In other words, computer ethicists do more than “apply’ principles and theories; trey do
conceptud  andlyss. Moreover, the andyss of a computer ethicad issue often involves synthess,
gynthess that creates an understanding of both the technology and the ethical Stuetion. A fascinating
illudration of thisis the case of avirtud rape (Dibbell, 1993). Here a character in a multi-user virtud
redity game rapes another character. Those participating in the game are outraged and consder the
behavior of the redl person controlling the virtud characters offensve and bad. The computer ethicd
issue invalves figuring out what, if anything, wrong the redl person contralling the virtud character has
done. This involves undergtanding how the technology works, what the red person did, figuring out
how to characterize the actions, and then recommending how the behavior should be viewed and
responded to. Again, andyss of this kind involves more than Smply ‘goplying’ principles and theories.
It involves conceptua andlysis and interpretetion.  Indeed, the synthetic andysis may have implications
that reflect back on the meaning of, or our underganding of, familiar mord principles and theories.

To be sure, philosophica work in computer ethics often does involve drawing on and extending
the work of well-known philosophers and making use of familiar mora concepts, principles, and
theories. For example, computer ethicd issues have frequently been framed in utilitarian, deontologicd,
and sodd contract theory. Many scholars writing about the Internet have drawn on the work of
existentidist philosophers such as Saren Kierkegaard (Dreyfus, 1999; Prosser and Ward, 2000) and
Gabrid Marcd (Anderson, 2000). The work of Jurgen Habermas has been an important influence on
scholars working on computer mediated communication (Ess, 1996). Recently van den Hoven (1999)
has used Michad Wadzer's “spheres of judice’ to andyze the information society; Cohen (2000) and
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Introna (2001) have used Emmanue Levinas to undersand Internet communication; Adams and Ofort
Amanfo (2000) have been connecting feminig ethics to computer ethics, and, Grodzinsky (1999) has
deveoped virtue theory to illuminate computer ethics

Neverthdess, while computer ethicigts often draw on, extend, and ‘goply’ mora concepts and
theories, computer ethics involves much more than this. Brey (2000) has recently argued for an
aoproach that he labds ‘disdosve computer ethics”  The gpplied ethics mode, he notes, emphasizes
controverdd issues for which the ethicd component is trangparent.  Brey argues tha there aemany
non-trangparent issues, issues that are not so readily recognized. Andyss must be done to ‘disclose
and make vishle the vaues & dake in the desgn and use of computer technology. A sdient example
here is work by Introna and Nissenbaum (2000) on seerch engines. They show how the design of
search enginesis laden with value choices. In order to address those vaue choices explicitly, the vaues
embedded in search engine design must be uncovered and disclosed. This may sound Smple but in fact
uncovering the vaues embedded in technology involves understanding how the technology works and
how it affects human behavior and human vaues

Sating asde wha is the best account of computer ethics, it should be dear that a mgor
concern of the fidd isto undergand its domain, its methodol ogy, its reason for being, and its rdaionship
to other areas of ethicd inquiry. As computer technology evolves and gets deployed in new ways, more
and more ethicd issues are likdly to arise.

3. Traditiond and Emerging Isues

‘Informeation society’ is the term often used (especidly by economigts and sociologists) to characterize
sodieties in which human activity and sodd inditutions have been dgnificantly trandformed by computer
and information techrology.  Using this term, computer ethics can be thought of as the fidd that

examines ethicd issues didinctive to ‘an information society.” Here | will focus on a subset of these
issues, those having to do with professond ethics, privacy, cyber crime, virtud redity, and generd

Characterigtics of the Internet.

3.1 Ethicsfor Computer Professonds
In an information society, a large number of individuds are educated for, and employed in, jobs that
7



involve deveopment, maintenance, buying and sdling, and use of computer and information technology.
Indeed, an information society is degpendent on such individuals — dependent on their specia knowledge
and expertise and on ther fulfilling corrdative socd responghbilities  Expertise in computing @n be
deployed recklessy or cautioudy, used for good or ill, and the organization of information technology
experts into occupationsg/professons is an important socia means of managing that expertise in ways
that serve human wdl-being.

An important philosophica issue here has to do with underganding and judifying the socid
reponsbilities of computer experts. Recognizing that judification of the sodd responghilities of
computer experts is connected to more generd notions of duty and reponshility, computer ethicsts
have drawn on avariety of traditiond philosophica concepts and theories, but especidly socid contract
theory.

Natice that the connection between being a computer expert and having a duty to deploy that
expertise for the good of humanity cannot be explained smply as a causa rdationship. For one thing,
one can ak “why?” Why does the role of computer expert carry with it socid responghbilities? For
another, individuds acting in occupationd roles are typicaly not acting Imply asindividud autonomous
mord agents; they act as employees of companies or agencies, and may not be involved in the decisons
that mogt criticaly determine project outcomes. Hence, there is atheoreticd problem in explaining why
and to what extent individuds acting in occupationd roles are respongble for the effects of their work.

Socid contract theory provides an account of the connection between occupationd roles and
socid regponghilities A socid contract exists between members of an occupationd group and the
communities or societies of which they are a part.  Society (dates, provinces, communities) dlows
occupationd groups to form professona organizations, to make use of educationd inditutions to train
their members, to control admisson, and so on, but dl of thisis granted in exchange for a commitment
to organize and control the occupationad group in ways that benefit society. In other words, a
professon and its members acquire certan privileges in exchange for acoepting certan socid
responghilities

The subgtantive content of those responsibilities has dso been a topic of focus for computer
ethicigs. Computer professond groups have developed and promulgated codes of professond and
ethica conduct that delineate in broad terms what is and is not required of computer experts. See, for
example, the ACM Code of Ethics and Professona Conduct or the Code of Conduct of the British

Computer Society. Since these codes are very generd, there has been a good ded of discusson asto
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their gppropriate role and function. Should they be consdered comparable to law? Should there be
enforcement mechanisms and sanctions for those who violate the code? Or should codes of conduct
am a ingpirdion? If g0, then they should merdy condst of a satement of ideds and need not be
followed ‘to the letter’ but only in Spirit.

At least one computer ethicist has gone so far as to argue that the centra task of the field of
computer ethics is to work out issues of professond ethics for computer professonds. Gotterbarn
(1991) writes thet the “ only way to make sense of “Computer Ethics’ is to narrow its focus to those
actionsthat are within the contral of the individua moral computer professond” (p. 21).

While Gotterbarn’s podtion is provocaive, it is not a dl dear thet it is right. For one thing,
many of the core issues in computer ethics are socid vaue and policy issues, eg., privacy and property
rights These are issues for dl ditizens, not just computer professonads. Moreover, many of the core
issues faced by computer professonds are not unique to computing; they are smilar to issues facing
other occupationd groups. What do we owe our dients? Our employers? When are we judtified in
blowing the whisle? How can we best protect the public from risk? Furthermore, Snce many
computer professonas work in private industry, many of the issues they face are generd issues of
busness ethics. They have to do with buying and sdling, advertisng proprietary data, competitive
practices, and S0 on. Thus, it would be a mistake to think that dl of the ethicd issues surrounding
computer and information technology are Smply ethicd issues for computer professonds. Computer
experts face many conplex and didinctive issues but these are only a subset of the ethicd issues
surrounding computer and information technology.

3.2 Privecy
In an ‘informetion sodiety’ privacy is a mgor concern in that much (though by no means dl) of the
information gathered and processed is information about individuas. Computer technology makes
possble a magnitude of daa collection, dorage, retention, and exchange unimaginable before
computers.  Indeed, computer technology has made information collection a built-in fegture of many
activities, eg., usng a credit card, making a phone cal, browsing the Web. Such information is often
referred to as transaction generated informeation or TGI.

Computer ethicigs often draw on prior philosophicd and legd andyss of privacy and focuson
two fundamenta questions, what is privecy? why isit of vaue? These questions have been contentious

and privacy often appears to be an dusive concept. Some argue that privacy can be reduced to other
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concepts such as property or liberty; some argue that privecy is something in its own right and thet it is
intringcaly vauable yet others argue that while nat intringcaly vaduable, privecy isingrumentd to other
things that we vaue deeply —friendship, intimecy, and democracy.

Computer ethicigts have taken up privacy issues in pardle with more popular public concerns
about the socid effects of S0 much persond information being gethered and exchanged. Thefear isthat
an ‘information society’ can eadly become a‘ survelllance society.”  Here computer ethicists have drawvn
on the work of Bentham and Foucault suggedting that dl the deta being gathered about individuas may
creste aworld in which we effectively live our daly livesin a panopticon (Reiman, 1995). ‘ Panopticon'
isthe shape of a structure that Jeremy Bentham designed for prisons. In a panopticon, prison cdls are
aranged in a drde with the ingde wall of each cdl made of glass so that a guard, Stting in a guard
tower Stuated in the center of the cirdle, can see everything thet heppens in each and every cdl. The
effect is not two-way; thet is, the prisoners cannot see the guard in the tower. In fact, a prison guard
need not be in the guard tower for the panopticon to have its effect; it is enough thet prisoners believe
they are being watched. When individuas bdieve they are baing watched, they adjust ther behavior
accordingly. When individuds believe they are being watched, they take into account how the watcher
will percaive their behavior. Thisinfluencesindividud behavior and how individuas see themsdves

While computerized information gethering does not physcdly creste the dructure of a
panopticon, it does something Smilar insofar as it makes agood ded of individud behavior available for
obsarvaion. Thus, data collection activities of an information society could have the panopticon-effect.

Individuas would know that most of whet they do can be observed and this could influence how they
behave. When human behavior is monitored, recorded, and tracked, individuas could become intent on
conforming to norms for fear of negetive consequences. If this were to happen to a Sgnificant extert, it
might incapeditate individuds for acting fredy and thinking critically -- capacities necessary to redize
democracy. In this repect, the privacy issues around computer technology go to the heart of freedom
and democracy.

It might be argued thet the panoptic effect will not occur in information societies because data
collection is invisble so thet individuas are unaware they are being watched. Thisis aposshility, but it
isds0 possble that as individuas become more and more accusomed to information societies, they will
become more aware of the extent to which they are being watched. They may come to see how
information gethered in various places is put together and used to make decisons that affect thar

interactions with government agencies, credit bureaus, insurance companies, educationd inditutions,
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employers, etc.

Concerns about privacy have been taken up in the policy arena with a variety of legidation
contralling and limiting the collection and use of persond data An important focus here has been
compardtive anadlyses of policies in different countries for they vary a good @d. The American
agoproach has been piecemed with separate legidation for different kinds of records, i.e, medicd
records, employment histories, credit records, whereas severd European countries have comprehensive
policies that specify what kind of information can be collected under what conditions in all domans
Currently the policy debates are pressured by the intengfication of globa busness  Information
gathering organizations promise data subjects to only use information in certain ways, yet, in a globd
economy, data collected in one country -- with a certain kind of data protection — can flow to another
country where there is no or different protection. An information gathering organization might promise
to treat information in a ceartan way, and then send the information abroad where it is treated in a
completey different way; thus, bresking the promise made to the data subject. To assure that this does
not hgppen, agood ded of atention is currently being put to working out internationa arrangements and
agreements for the flow of dataacross national boundaries

3.3 CyberCrime and Abuse

While the threats to privacy described above arise from uses of computer and information technology,
other thrests arise from abuses. As individuas and companies do more and more dectronicaly, thar
privecy and property rights become ever more important, and these rights are sometimes threetened by
individuals who defy the law or test itslimits. Such individuas may seek persond gain or may just enjoy
the chdlenge of figuring out how to crack security mechaniams. They are often cdled hackers or
crackers. Theterm hacker usad to refer to individuds who smply loved the chdlenge of working on
programs and figuring out how to do complex things with computers, but did not necessaxily breek the
law. Crackers were those who broke the law. However, the terms are now used somewhat
interchangeably to refer to those who engage in crimind activity.

The culture of hackers and crackers has been of interest not only because of the threat posed
by their activities, but aso because the culture of hackers and crackers represents an dternative vison
of how computer technology might be developed and used, one that has intrigued philosophers. [See
Chapter 7 on Cyberculture] Hackers and crackers often defend their behavior by arguing for a much
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more open system of computing with a freer flow of information cregting an environment in which
individuas can readily share tools and idess. In particular, the culture suggedts that a policy of no
ownership of software might lead to better computing.  This issue goes to the heart of philosophica
theories of property, raising traditiona debates about the foundations of property, especidly intdlectua
property.

Some draw on Locke s labor theory of property and argue that software developers have a
naturd right to contral the use of their software. Others, such as mysdf, argue that while there are good
utilitarian reasons for granting ownership in software, raturd rights arguments do not judify privete
ownership of software (Johnson, 2001). There is nothing inherently unfair about living in a world in
which one does not own and cannot control the use of software one has crested.

Neverthdess, currently, in many indudridized countries, there are laws againgt copying and
distributing proprietary software, and computer ethicists have addressed issues around violaions of
these laws.  Conceptudly, some have wondered whether there is a difference between familliar crimes
auch as theft or harassment and pardld crimes done usng computers.  |s there any mordly sgnificant
difference between seding (copying and sdlling copies of) a software program and deding aca? Is
harassment via the Internet mordly any different than face-to-face harassment? The question arises
because actions and interactions on the Internet have some distinguishing fegtures.  On the Internet,
individuas can act under the hroud of a catan kind of anonymity. They can disguise themsdves
through the mediation of computers.  This together with the reproducibility of information in computer
syslems miakes for a didinctive environment for crimina behavior. One obvious difference in cybertheft
is that the thief does not deprive the owner of the use of the property. The owner Hill has access to the
software, though of course, the market vaue of the software is diminished when there is rampant
copying.

Computer ethicists have taken up the task of trying to undersand and conceptudize
cybercrimes as wdl as determining how to think about thelr severity and gppropriate punishment.

Crimind behavior is nothing new, but in an informetion sodiety new types of crimes are made
possible, and the actions necessary to catch criminas and prevent crimes are different.

34 Internet |ssues

Arguably the Internet is the most powerful technologicd development of the late 20" century. The
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Internet brings together many indudtries but especidly the computer, telecommunications, and media
enterprises. It brings together and provides aforum for millions of individuals and businesses around the
world. It is not surprigng, then, that the Internet is currently a mgor focus of atention for computer
ethicids The development of the Internet fas involved moving many basic sodd inditutions from a
paper and ink medium to the dectronic medium.  The quedtion for ethidds is this is there anything
ethicadly digtinctive about the Internet? (A pardld question was asked in the lagt section with regard to
cybercrime)

The Internet seemsto have three features that make it unusua or specid. Frg, it has an unusud
scope in that it provides many-to-many communication on a globd scde. Of course, televison and
radio as well as the telephone are globd in scae, but tdevison and radio are one-to-many forms of
communication, and the telephone, which is many-to-many, is expengve and more difficult to use. With
the Internet individuals and companies can have much more frequent communication with one another,
in red time, at relatively low cog, with ease and with visud aswell as sound components. Second, the
Internet facilitates a cartain kind of anonymity. One can communicate extengvey with individuas across
the globe (with ease and minimd cost), usng pseudonyms or red identities, and yet one never has to
encounter the others faceto-face. This type of anonymity affects the content and neture of the
communication that tekes place on the Internet.  The third spedid feature of the Internet is its
reproducibility. When put on the Interndt, text, software, music, and video can be duplicated ad
infinitum. They can do be dtered with eese. Moreover, the reproducibility of the medium means that
al activity on the Internet is recorded and can be traced.

Thee three fedtures of the Internet — globd many-to-many scope, anonymity, and
reproducibility — have enormous positive as well as negdive potentid. The globd, many-to-many scope
can bring people from around the globe closer together, relegating geographic distance to inggnificance,

This feature is egpeddly freeing to those for whom trave is physcdly chdlenging or inordinetey
expendve. At the same time, these potentid benefits come with drawbacks, one of the drawbacks 5
that this power dso goes to those who would use it for heinous purposes. Individuds can —while stting
anywherein the world, with very little effort — launch viruses and disrupt communication between others.

They can migrepresent themsdves and dupe others on amuch larger scae than before the Internet.

Smilaly, anonymity has both benefits and dangers. The kind of anonymity available on the
Internet frees some individuas by removing barriers based on physica gppearance. For example, in

cortexts in which race and gender may get in the way of far trestment, the anonymity provided by the
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Internet can eiminae bias, eg., in online education, race, gender, and physicd gppearance are
removed as factors affecting sudent-to-student interactions as well as the teacher evauations of
dudents. Anonymity may, aso, fadilitate participation in beneficid activities such as discussons among
rape victims or battered wives or ex-cons where individuas might be reuctant to participate unlessthey
hed anonymity.

Neverthdess, anonymity leads to serious problems for accountability and for the integrity of
information. It is difficult to catch criminds who act under the shroud of anonymity. And, anonymity
contributes to the lack of integrity of dectronic information.  Perhgps the bedt illudration of this is
information one acquires in chatrooms on the Internet. It is difficult (though not impossible) to be certain
of the identities of the persons with whom one is chatting. The same person may be contributing
information under multiple identities, multiple individuals may be usng the same identity; participants may
have vested interests in the information being discussed (e.g., a paticipant may be an employee of the
company/product being discussed).  When one can't determine the red source of informeation or
develop a higtory of experiences with a source, it is impossble to gage the trustworthiness of the
information.

Like globa scope and anonymity, reproducibility also has benefits and dangers. Reproducibility
fadilitates access to information and communication; it alows words and documents to be forwarded
(and downloaded) to an dmogt infinite number of Stes It dso hepsin tracing cybercriminds. At the
same time, however, reproducibility threatens privacy and property rights. It adds to the problems of
accountability and integrity of information arising from anonymity. For example, when | am teaching a
class, sudents can now send thelr assgnments to me dectronicaly. This saves time, is conveniert,
saves paper, ec. At the same time, however, the reproducibility of the medium raises questions about
the integrity of the assgnments. How can | be sure the sudent wrote the paper and didn’t download it
from the Web?

When human activities move to the Internet, features of these activities change and the changes
may have ethicd implications The Internet has led to a wide aray of such changes. The task of
computer ethicsisto ferret out these changes and address the policy vacuumsthey creete.

35 Virtud Redlity

One of the mog philosophicaly intriguing capaaities of computer technology is ‘virtud redity sysems’
Thee ae sygems tha grephicdly and aurdly represent environments, environments into which
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individuals can project themsalves and interact. Virtud environments can be designed to represent redl

life gtuations and then used to train individuds for those environments, eg., pilot traning programs

They can ds0 be designed to do just the opposite, that isto creste environments with features radicaly
different from the red world, eg., fantasy games. Ethicigs have just begun to take up the issues posed
by virtud redity and the issues are degp (Brey, 1999). The meening of actions in virtud redity iswhat
isa sake aswdl asthe mord accountability of individua behavior in virtud sysems. When one actsin
virtud systems one ‘does something, though it is not the action represented.  For example, killing a
figure in a vident fantasy gane is not the equivaent of killing ared person. Neverthdess actionsin
virtud sysems can have rea-world conseguences, for example, violence in afantasy game may have an
impact on the red player or, as another example, the pilat flying in the flight smulator may be judged
unprepared for red flight. As human beings spend more and more time in virtud sysems, ethicigts will
have to andyze what virtua actions mean and what, if any, accountability individuas beer for their virtua
actions. (SeeChapter ?for more on Virtud Redity.)

4. Concluson

This chapter has covered only a sdection of the topics addressed by philosophers working in the fidd of
computer ethics. Since computers and information technology are likdy to continue to evolve and
become further integrated into the human and naturd world, new ethicd issues are likdly to arise. On
the other hand, as we become more and more accustomed to acting with and through computer
technology, the difference between *ethics and ‘ computer ethics may well disgppesr.

DEBORAH G. JOHNSON
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